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1 Problem Statement

1.1 Input

n vectors xi in Rd where each vector is a training example, with d features.
The matrix X, composed of the columns xi. X is d× n.

1.2 Goal

Choose:

• n vectors θi.

• a normalizing vector µ,

• a linear mapping xi → θi, represented by a matrix A.

Choose these so that:

xi − µ ≈ Aθi for i = (1, 2, . . . , n)

That is, minimize:

n∑
i=1

‖xi − µ−Aθi‖2

Lastly, we choose A such that it is orthogonal, that is:

ATA = I

2 Solution

2.1 Find θ

Use least squares.

ATAθi = AT (xi − µ)

θi = (ATA)−1AT (xi − µ)

Since A is orthogonal:

= AT (xi − µ)
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2.2 Find µ

Minimize:

n∑
i=1

‖xi − µ−Aθi‖2

=

n∑
i=1

‖xi − µ−AAT (xi − µ)‖2

=

n∑
i=1

‖xi − µ−AATxi −AATµ)‖2

=

n∑
i=1

‖Ixi −AATxi − Iµ−AATµ)‖2

=

n∑
i=1

‖(I −AAT )xi − (I −AAT )µ)‖2

=

n∑
i=1

‖(I −AAT )(xi − µ)‖2

=

n∑
i=1

(
(I −AAT )(xi − µ)

)T (
(I −AAT )(xi − µ)

)
=

n∑
i=1

(xi − µ)T (I −AAT )T (I −AAT )(xi − µ)

Isolate the middle:

(I −AAT )T (I −AAT )

= (I −AAT )(I −AAT )

= I −AAT −AAT +AATAAT

= I −AAT

Continue:
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=

n∑
i=1

(xi − µ)T (I −AAT )(xi − µ)

Take the derivative with respect to µ.
The derivative of a quadratic form vTMv is simply 2Mv.

δ

δµ
= −2(I −AAT )

n∑
i=1

(xi − µ)

To find a local minimum (or maximum), set the derivative to 0.

0 = −2(I −AAT )

n∑
i=1

xi − µ

Set
n∑

i=1

xi − µ = 0

n∑
i=1

xi = nµ

1/n

n∑
i=1

xi = µ

µ is the sample mean.

2.3 Find A

Let x̂i = xi − µ.

Cost function:

n∑
i=1

x̂Ti (I −AAT )x̂i

=

n∑
i=1

x̂Ti x̂i − x̂Ti AAT x̂i

The first term is independent of A. So maximize the second.

max

n∑
i=1

x̂Ti AA
T x̂i
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=

n∑
i=1

(AT x̂i)
T (AT x̂i)

=

n∑
i=1

‖AT x̂i‖2

Define new variables.

X = [x̂1, x̂2, ..., x̂n]

S =
1

n
XXT

X is d × n. S is d × d. Since S is symmetric, there is an orthogonal eigen
decomposition:

S = UΛUT

where U and Λ are d × d. Arrange U and Λ with the eigenvalues in de-
scending order.

Let B = UTA. B is d × k.
Let Y = UTX. Y is d × n.

Meanwhile, we’re maximizing:

n∑
i=1

‖AT x̂i‖2

= ‖ATX‖2F

= ‖ATUUTX‖2F

= ‖BTY ‖2F

= trace[(BTY )T (BTY )]

= trace(Y TBBTY )

= trace(BTY Y TB)

Note that Y Y T = UTX(UTX)T = UTXXTU = nUTSU = nΛ. So:
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= trace(BTnΛB)

= n ∗ trace(ΛBBT )

= n

d∑
i=1

λi ‖row i of B‖2

2.3.1 Sum of ‖row i of B‖2

d∑
i=1

‖row i of B‖2

= ‖B‖2F

= trace(BTB)

Note that BTB = ATUUTA = ATA = I where I is k × k.

= trace(Ik) = k

2.3.2 Bound on‖row i of B‖2

As shown above, B is orthogonal, with dimensions d × k. Therefore each
column of B has length 1. Note that each row of B, being in Rk, has fewer
elements than the columns of B, which are in Rd and k < d. If B were square,
than BT would also be orthogonal and each row of B would have length 1. But
in fact the rows of B have fewer elements than the columns. Thus the length of
each row is less than 1. And since length is always positive:

0 ≤ ‖row i of B‖2 ≤ 1

.

3 Conclusion

Back to maximizing:

n

d∑
i=1

λi ‖row i of B‖2
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Since all ‖row i of B‖2 ≤ 1, and they must add to k, our best choice is:

‖row i of B‖2 =

{
1 if i ≤ k
0 otherwise

(Remember that our eigenvalues are sorted in descending order).
Let B = rows 1..k from the identity matrix, with zero rows below.
Since B = UTA we need to set A = [u1, u2, . . . , uk].

4 Error

Calculate the error, given those choices for A, µ, and θi.
Error is given by our cost function:

n∑
i=1

‖x̂i −AAT x̂i‖2

= ‖X −AATX‖2F

= trace[(X −AATX)T (X −AATX)]

= trace(XTX −XTAATX)

= trace(XTX)− trace(ATXXTA)

= trace(nS)− trace(ATnSA)

= n(trace(S)− trace(ATSA))

The first term is easy:

trace(S) =

d∑
i=1

λi

Isolate the matrix in the second trace:

ATSA = ATUΛUTA

Note that A consists of the first k columns of U. So:

ATU =
[
Ik 0k×d−k

]
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And:

UTA =

[
Ik

0d−k×k

]
Let Λk = the slice of Λ with eigenvalues 1..k.
Let Λd = the slice of Λ with eigenvalues k+1..d. Therefore:

ATSA = (ATU)Λ(UTA) =
[
Ik 0k×d−k

] [ Λk 0k
0d−k Λd

] [
Ik

0d−k×k

]
= Λk

trace(ATSA) = trace(Λk) =

k∑
i=1

λi

So put it all together:

Error = n
d∑

i=1

λi − n
k∑

i=1

λi = n

d∑
i=k+1

λi

5 Uniqueness

Question: Does (I − AAT ) have a nullspace other than 0? Yes, there are
many choices for µ. Simply adjust θ to compensate. For some vector v:

n∑
i=1

‖xi−(µ+v)−AAT (xi−(µ+v))‖2 =

n∑
i=1

‖xi−µ−v+AAT v−AAT (xi−µ)‖2

If we choose v to be in the column space of A, then its projection AAT v = v.
(Because there exists a w such that v = Aw and AAT v = AAT (Aw) = Aw = v).

=

n∑
i=1

‖xi − µ−AAT (xi − µ)‖2

In other words, varying our choice of µ by any vector in the column space
of A yields the same error value.
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